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Hypothesis Test – Single Proportion

H0: p = p0

Under the null hypothesis we have:

Z :=
p̂ − p0√
p0(1−p0)

n

∼ N(0,1)

▶ use pnorm() with value of Z

Conditions:

▶ Random Sample

▶ n × p0 ≥ 10

▶ n × (1− p0) ≥ 10
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Hypothesis Test – Difference of Proportions

H0: p1 − p2 = 0

If p1 = p2, then both are estimating the same thing.

Let p̂pool =
x1 + x2
n1 + n2

=
n1p̂1 + n2p̂2
n1 + n2

If we are simulating what the null hypothesis looks like, then

Z :=
(p̂1 − p̂2)− 0√

p̂pool (1−p̂pool )
n1

+
p̂pool (1−p̂pool )

n2

=
(p̂1 − p̂2)√

p̂pool(1− p̂pool)(
1
n1

+ 1
n2
)
∼ N(0,1)

▶ use pnorm() with value of Z

Conditions:

▶ Random Samples

▶ n1 × p̂1 ≥ 10 and n1 × (1− p̂1) ≥ 10

▶ n1 × p̂2 ≥ 10 and n1 × (1− p̂2) ≥ 10
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Difference in Proportions – Example

H0: pC − pH = 0, difference in proportions burnt to ash

People Burnt Frozen Sum

Citizens 270 75 345

Heroes 33 40 73

Sum 303 115 418

p̂C = 270/345 = .78, p̂H = 33/73 = .45

weighted average of p̂’s, p̂pooled = 345×.78+73×.45
345+73 = 270+33

418 = 303
418 = .72
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Difference in Proportions – Example

H0: pC − pH = 0, difference in proportions burnt to ash

People Burnt Frozen Sum

Citizens 270 75 345

Heroes 33 40 73

Sum 303 115 418

p̂C = 270/345 = .78, p̂H = 33/73 = .45

weighted average of p̂’s, p̂pooled = 345×.78+73×.45
345+73 = 270+33

418 = 303
418 = .72

Z = p̂C−p̂H√
p̂pool (1−p̂pool )(

1
n1

+ 1
n2

)
= .78−.45√

.72×(1−.72)×( 1
345

+ 1
73
)
= 5.70

▶ can find p-value using Z = 5.70 and pnorm()
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Hypothesis Test – Single Mean

H0: µ = µ0

The CLT says that x̄ ∼ N(µ, σ√
n
)

If we are simulating what the null hypothesis looks like → x̄ ∼ N(µ0,
σ√
n
)

Think back to standardizing. If we standardize a Normal distribution it
becomes a Standard Normal distribution N(0,1). So...

Z :=
x̄ − µ0

σ/
√
n

∼ N(0,1)

If we define Z in this way, then we know it follows a Standard Normal
distribution and we have a way to calculate p-values.

▶ use pnorm() function with value of Z
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Hypothesis Test – Single Mean

H0: µ = µ0

Issue: We probably don’t know σ

T :=
x̄ − µ0

s/
√
n

∼ t(df = n-1)

▶ use pt() function with value of T and df
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Hypothesis Test – Single Mean

H0: µ = µ0

Conditions:

▶ Random Sample

▶ Normal population OR n ≥ 30

If σ is known:

Z :=
x̄ − µ0

σ/
√
n

∼ N(0,1)

▶ use pnorm() function with value of Z

If σ is not known:

T :=
x̄ − µ0

s/
√
n

∼ t(df = n-1)

▶ use pt() function with value of T and df
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Hypothesis Test – Difference of Means

H0: µ1 − µ2 = µ0 = 0

Conditions:

▶ Random Sample

▶ Normal population OR n1 ≥ 30 and n2 ≥ 30

If σ is known:

Z :=
x̄1 − x̄2√
σ2

n1
+ σ2

n2

∼ N(0,1)

▶ use pnorm() function with value of Z

If σ is not known:

T :=
x̄1 − x̄2√
s21
n1

+
s22
n2

∼ t(df = min(n1, n2) - 1)

▶ use pt() function with value of T and df
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